Introdu cing particle interphasemodel for describing the
electrical behaviour of nanodielectrics

Fuad N. Alhabill* 2 Raed Ayool3, Thomas Andritsch, and Alun S. Vaughar?

! Departmendf Engineering and Design, University of Chichester, ChicheB@19 6PE United
Kingdom

2 Tony Davies High Voltage Laboratorglectrical Power Engineering Grougniversity of
Southampton, Southampton, SO17 1BJ, United Kingdom

Corresponding authoE-mail: f.alhabill@chi.ec.uk (F. N. Alhabill)

Abstract. This study proposes a new model for describing the electrical behavior of
nanocomposites. Unlike other models in the literature, tlidainhas concentrated on the role of

an interphase layer within the boundaries of nanopartitles experimental part investigates this

role by filling an epoxy matrix with two types of surfaogodified silicon nitride nanofiller: (ajhe
particles were ded at 200°C, and (b)the particles were calcinated at 1080 Electrical
characterization showed that the epoxy which was filled with the calcinated particles has
considerably better dielectric performance. Given thetmaland dielectric spectroscopy results
demonstrate that the matrix molecular dynamics and polar content are comparable for all the
investigated samples, the variations in the dielectric performance point to the particle interphase as
an essential reason. Asown by infrared spectroscopy, the complex surface chemistry of the dried
particles suggests a particle interphase with a high concentration of localized electronic states,
which may enhance charge transport through hopping/tunnelling conduction. Ghahéand,
calcinating the particles results in a particle interphase with wider band gap, which may work as
an energy barrier for charge movement. Consequently, this study highlights the paramount
importance of particle interphase for designing dielegiroperties of nanodielectrics.
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1. Introduction

The reliable production of electrical energy without causing adverse environmental usrsyis of

major global concern, since energy consumption is generally increasing and areas such as transport, which
were previously the domain of fossil fuels, become increasingly electrified. This necessitates increased
electric power generation, transsion and distribution capacities which, consequently, necessitates
improved insulation materials. The commercial impact of even incremental improvement in dielectric
properties of the insulation materials is potentially very large since the quangikyctrical insulation in

use is vast. The potentials of introducing nanoparticles into a dielectric material for electrical insulation
applications were theoretically highlighted by Lewis in 1§84 However, nanodielectrics did not draw a

lot of attention until 2002 when Nelsat al. [2] had experimentally demonstrated some advantages for
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nanofilled materials over microfilled counterparts, such as reducing space abeuigaulationSince then,

a burgeoning interest in the subject has been shown trying to explore the potentials @f@eanodiand
investigate the underlying mechanisms that controb#teaviourof these systems. Many of these factors
have been empirically identified over the last two decades; however, detailed information about the
underlying physics and chemistry betiithese factors needs more research. These factors include the
following:

9 Particle dispersion: considering their large specific surface area, the friction and surface tension
forces between nanoparticles are dramatically higher than between microparticles, for example.
This makes the nanoparticles stick together and complithgds dispersion3]. Nanoparticle
agglomeration may result in a large enough particle to disturb and locally enhance the electric field
due tothe differences in the conductivity and permittivity between the filler and matrix materials,
an analog to what occurs in microcomposigstens [4-6].

1 Local, interfacial interactions and interphase formation: the interactions between the particles and
the surrounding matrix result in forming such region. The characteristics and influence of the
interphaseegionswill be discussed imetail inthe folowing paragraph.

9 Changes in matrix structure: introducing nanoparticles into a polymeric matrix might alter its
morphological structure, particularly for semicrystalline systems like polyethjde@ed]. Hosier
[10] experimentally demonstrated that the breakdown strength can be affected by modifying the
spherulitic morphology of the unfilled polyethylen€herefore, the changes in the dielectric
performance of the nanocomposites based on semicrystalline polymers might be greatly affected by
perturbations to the crystalline morphology, rather than being associated with the particles
themselves.

1 Environmentafactors, notablyabsorption of water: many of the widely utilized nanoparticles, due
to their surface chemistry, have the tendency to adsorb water molecules on their surface, which
results in a water layer surrounding the nanoparticles. These waterhayera detrimental impact
on the dielectric performance of the nanocomposites as repbitdd].

All the above factors should Heeptin mind when trying to desigahalyzethe effect of introducing
nanoparticlesnto a polymeric matrixas some of these factors may dominate othader particular
circumstancesThat is, it is unlikely that any single factor is likely to provide a ubiguitous explanation across

all material systems for all propertieBor example,the negative dielectric consequences caused by
particlesd water absorption might dwar f any di el
nanoparticleg15]. The relevance or the weight of each factor are functions of the matrix material, filler
characteristics and the interactions between them.

The key feature that differentiates nanocomposites froitrocomposites is the vastly greater specific
interfacial aredoetween the particles and the encapsulating poljbéef7]. The layerghat are adjacent to

the interface might be affected by being next to different phase and to the interactions that occur between
the two phases. These interactions are proposed to result in the formation of an interphase region with
modified propertie$18-20]. Consequently, as the size of the particles becomes smaller, the specific surface
interfacial area will increase and, consequently, anyphtese regions will constitute a commensurately
larger volume fraction of the whole system which, it has been argued, explains how the macroscopic
properties of nanocomposite differ from those of either component in isoltftarent models have been
suggested to highlight the main characteristics of the interphase region and to describe the interactions that
may occur in this region. However most of these models, i.e. Lewis intensity [Réd2P] and electric

double layer moddPR2, 23], do nd offer a critical understanding of the interphase region, instead, they just



gualitatively describe it without distinct experimental or analytical evidence. The multicore [@dfel
presents a more explicit mechanism for describing the potential influence of the nanoparticles on the
molecular dynames of the polymeric matrix, particularly when the particles are bonded to the polymer.
Many experimental studies have investigated the effect of the nanofiller on the polymeric matrix by
observing the molecular dynamics over the glass transition prosesgstachniques such as differential
scanning calorimetry or dielectric spectroscopy. Some of these studies did not detect any evidence for such
effects, even where attractive interactions between the filler and the polymer, i.e. strong hydrogen bonding,
are presenf25, 26]. Therefore, the multicore model cannot be used to fully describe these hanocomposites.
Other studies do detect anmobilizedlayer[27, 28], that does not contribute to the glass transition of the

rest of the matrix, or aya&r with different molecular dynamics around the partif28s30]. However these

effects were marked at a high loading ratio, > 20 wt.% for nandfiller less than 15 nm in diameter, and hence,
the thickness of the confined layer was estimated to be less than {27ng8], much less than that
anticipated by the multcoce model. More importantly, direct linkage between molecular dynamics effects
and the dielectric performance is neither clear nor experimentally proven. For example, changing the
segmental dynamics by changing the crosslinking density in an epoxy midtriwtdcorrelate with the
dielectric performancg3l]. Even for nanocomposites where the filler has an impact on the cooperative
relaxation at the gks transition process, tlyerelaxation, which is associated with smaller segmental
dynamics, was not perturbgd7, 28]. For this relationship, the multicore model proposed that an electric
double layers superimposed on the multicore model. Additionally, the authors speculated that the strain on
the confined polymeric segments around the nanopatrticles affects the free volume content. No experimental
evidence supports these claims. On the contrary, atrettely[32] hasdemonstated that the free volume

is little affected by the addition of nanoparticles, and caanobunt forthe significant variations seen in

the dielectric strength for many nanodielectrics. As such, a mature understanding of the interphase region
characteristics is not yet achieved. A detailed model that can relate the macrdsslugitour of
nanodielectris with the interactions between the particles and the encapsulating polymer is needed in order
to open the potential of these composites to be tailored and desaapget meet our future demands on
dielectrics. For underlying the dielectiehaviour which is concerned with thdynamicsof as small

species as electrons, the prospective model might need to investigate the effect of the interactions at the
microscopic leve[16]. For example, these interactions might affect the density of states in the interphase
region[16], which consequently influences the overall electronic mobility in the system.

Anather elementthat can beemphasizedboutcurrentnanodielectrics models is thamtil now, these
modelshave concentrated on the interphase rkKEggreon ins
1, neglecting any interphase | ayer inside the bour
in Figurel. This might bebecausehe molecules of thiéller materiak, usually ceramic materialare very

small compared with the polymer molecules or chamss, the particle interphase is expected to be much

thinner than the polymer interphabkevertheless, the higher density of the particdgerias implies denser

electronic energy states and, consequently, any perturbations in the electronic states particles

interphase, such as changingitrenergylevelsor spatial extension, migtmavea more profoundimpact

on the dielectric performancghis paper saiut to highlight the effect of the particle interphase on electrical
behaviourof nanodieletrics. First, the idea ofparticle interphase was illustratadd ®me of the already

published experimental results wexealyzedin accordance witlthis model Additionally, experimental

work desigredto investigate the influence of the particle interphase was paertbmorder to focus on the

influence of the particle interphase, the other factors, mentioned aboveeutnadizedas much as possible

by carefully choosing matrimaterial,particlematerialand processing conditions



2. Particle InterphaseM odel (PIM)

A nanoparticle has at least one dimension that falls within the nanoscale. As the dimensions reach the
nanoscale, they approach the atomic scale where the number of the atoms formiignensions comes

to be relatively countable and hence the bulk properties gradually start to dilute or disappear. For example,
the electronic band structure, which consists of bands of energy states separated by band gaps, begins to
convert into discreterergy levels when the particle size is less thanriP21]. This may change thalour

of materials with band gap in the visibighHt[22]. Other properties may behave in a similar way and become
sizedependent3, 33]. Even for larger dimensions, the outer layer atoms near the surface behave in a similar
fashion. In fact, the classical macroscopic properties for a point in the bulk of a material are obtained by
integrating over infinite (in an atomic scale) volumesuacbthis poin{22]. For example, poirt in Figure

1 would give the macroscopic properties of the bulk of phase A if the dimensions of the particle A are
considered atomically infinite. On the other hand, point 2 on the surfaéggure 1, has a noitentre

symmetry nature and itsehavioumrmaybe affected by the existence of phase B. Similarly, atoms located a

few layers under the surface, i.e. point Figurel, will be similarly affected by the presence of phase B.

The @me thing is applicable to points 4 and 5 in phase B. The properties at thesenpgibedifferent

from the properties of the bulk of both A and B and this region is what is meant by the terms interphase
region or interaction zone. The thickness of the interphase depends on the property being considered and at
what poi nt t hserea¢hédnlh itsrurng tiee infinitenlimit diepends on the molecules size or
molecules masdf phase A in Figure 1 represents the nanoparticle, which usually has small molecules, and
phase B represents the polymer matrix, which has long molecules, thexxjtected that the interphase
mightextends into the phase A less than intgait@se BThus,athoughthe interphase is depictedhrigure

1to extend in phaseA and Bto asimilar extent this is purely for illustrative purposes an@ accept that

this is unlikely to be the case in practidaditionally, in this figure,the boundary surface between the
particle and t he ma, whichwe considercasthelalerupt cliemibagbolnadaty betwkem c e 0
the polymer andthe nanoparticle and which, therefore, fails to consider structural, compositional and
dynamical varitons as this boundary is approached

Phase B

Interface

Figure 1. The interphase between two phases A and B (not to scale).

Due to their large surface area, nanoparticles contain a high concentration of defects on their surfaces. These
defects could be due to the presence of foreign atoms on the surface, surface geometrical irregqularities
the noncentresymmetry nature (codmative unsaturation) of the molecules near the surface of the particle



[33]. As a result of these defects, niewalizedenergy leels in an otherwise forbidden band are generated.

The generated energy levels may lie in the band gap between the valence and the conduction bands and
represent charge traps (localized states in the band gap). Upon the availability of mobile charges, i.e.
electrons/holes in the conduction/valence band, they prefer to fill these traps rather than staying in the
conduction/valence bar@4]. Once it filled the trap, it is difficult for the electron/hole to return to the
conduction/valence band, particularly if the trap is deep enough, although it can move to similar traps around
the prticles, if these are close enoygH]. Through this mechanism, charges maye through the particle
interphase and if the particles are not far from each other, they may move from one patrticle interphase to
another, as depicted Figure2. This might facilitate charge mobility in nanocomposites and degrade the
electrical insulation properties. Obviously, such conduction in the band gap relies on tparitér

distance antdhe trap density in the particle interph§388]. For example, if thestraps are deep and/or far

from each other, the reverse could occur where the traps can capture the excited charge carriers and limit
the conductiorj16, 36, 37].

Alternatively, if the abovenentioned defects generate energy states that are deeper in the
conduction/valence band, this might widen the band gap in the patrticle interphase region and constitute an
energy barrier for the charge movement. As a resulthhege carriers will see the particle interphase, and
consequently the whole particle, as an obstacle limiting their movement and increasing the length of their
conduction paths as depictedHigure3. This might present a possible mechanism that results in improving

the dielectric properties of the nanocompodigs; 39].
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Figure 2. Possible mechanism for chang@vement through the charge traps in the particle interphase
(not to scale)
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Figure 3. The particle interphase represents an energy barrier for charge movement (not to scale).

The crucial impact of the particle interphase on dredectric behaviourcould be pronounced in many
experimental studies reported in the literature. The studi@9jd0] investigate the effect of the addition

of silica and hexagonal boron nitride (hBN) to an epoxy resin on the space charge dynamics and AC
breakdownbehaviour The AC breakdown results correlate well with the space charge results, where the
higher space charge accumulated in the silica epoxy nanosdeypéeads to a lower AC breakdown
strength. The reverse was observed in the boron nitride filled composites. It is expected that the surface of
the hBN, due to its uniform structure, does not contain as many defects as exist on the surface of the silica,
which means that the silica might contain more charge traps, which leads to the development of more space
charge.Lau et al. [41] have shownHattreating nanesilica particles with a silane coupling agent before
introdudng them into a polyethylene matrix reduces the formation of space charge and consequently
increases the DC breakdown strength, compared with the untreated silica filled polyethylene.
Complementary studid®, 15] investigating the influence of varying the molecular length of the coupling
agent, in an attempt to modify the polymer interphase, show that increasing the chain length of the silane
functionalizerhas no appreciable impact on the electrical ptag®erThis suggests that the mechanism by
which the particle treatment affects the electrioathaviouris not merely related to the interactions that
occur in the polymer interphadeterestingly, heat treatment of nasitica which leads to the remowvat

surface hydroxyl groups, and thereby covering the surface with stable siloxane bridges, improves the
dielectric performance of silica polyethylene nanocompddi?k These findings reveal that treating the
nanoparticles in a way that modifies their surface chemistry (i.e. by replacing hydroxyl groups with silane
molecules or removing hydroxyl groups thermaihayaffect the localized states in the particle interphas
region and that could be the reason behind the reduction in the space charge formulation, and subsequently,
higher breakdown strength. A recent simulation stj48} considering the electronic density of states of
magnesium oxide nanoparticles supptns above inference. The simulatioaspredicedthat electronic

traps are generated near the surface of the particle with a depth of 1.3 eV when the particles are terminated
with magnesiurroxygen bridges, 2.4 eV when the particles are terminated wittoxylcgroups and 0 eV

(no traps) when the particles are terminated with a silane coupling Affaough the simulation study is

based on magnesium oxide, not silica, it is in line with the conclusion drawn from experimental observations
that the electrdn states near the surface of the particles are different from the states in the bulk and that
they are very sensitive to the surface chemistry ofpimticles.Indeed, the importance of interfacial
electronicstates and their control is a well underst@stdie in many areas sémiconductor industijy68].
Therefore, although the thickness of the particle interpbagiel be of few atomst might have a decisive

impact on the electrical properties of the nanodielectrics.



3. Experimental

3.1 Materials

An epoxy network was chosen to serve as a matrix. Epoxy is consideredatoabpgorphous material,
therefore, the addition of the nanopartidkesot supposed talter the morphology of the amorphous phase

and as a resulthe effect of changing the morphologysutralized Specifically the epoxy resin used here

was DER 332this is a diglycidyl ether of bisphenal (DGEBA) based system with an epoxide equivalent
molar mass of 178 g mélwhich was obtained from Sigmadkich. The hardener was Jeffamine2BO,

which is an aliphatic diamine hardener with an amine hydrogen molar mass oh@3, g@btained from
HuntsmanBased upon the above data, a theoretically ideal reaction stoichiometry of 1000 parts by mass of
resinto 344 parts by mass of hardener can be defined. Both of these compounds were used as supplied.

Silicon nitride(SisN4) amorphousanopowder was utilized as tfiker material. The manufacturer, Sigma
Aldrich, statesa spherical shape and a particle size < 50Ta.surface chemistry of the silicon nitride is
characterizedy the existence of amine and hydroxyl gropsynitride surface chemistry44, 45].

Previous work has shown that the amine hydrogens can chemically react with the epoxy groups in the resin
[46, 47]. On one hand, this has the advantage of making silicon nitride inherently compatible with the matrix
polymer, which should result in good particle dispersion and, thus, minimize the effect of particle
agglomerationOn the other handhis reactionwill affect theeffectiveresin/hardenestoichiomety. The

latter effectwastaken into account by adjusting the resin/hardener stoichiometry to compensate for the
epoxy groups reacted with the amine groups on the silicon nitride nanefiller

3.2 Particle heattreatment

To remove water moleculgshich might be physically adsorbed on the surface, the nanopowddriecs
at 200°C for 10 hin anitrogen environment. At 201, the surface hydroxyl or amine groupsuld not be
affected[48]. This stepwasdone to eliminateéhe possibility of forming water shells around the particles
and,hence offsetthe effect ofwaterabsorption.

In order to change the patrticle interpbagart of the silicon nitride nanopowder was heated at AD%6r

10 hin anitrogenenvironmentThis is expected to remove the active amine and hydroxyl groelesse
any foreign atonon the surfacandgeneratea system where thsurfacechemistry is dominatedybstable
siloxane bridge$44, 49]. According to the discussion in secti@nthis will affect the charge traps and the
electron energy states within the particle interph@é4gle many other chemical processes have been used
to modify the surface chemistry of nanopartidiéss0, 51], calcination has the advantage of producing a
relativelywell-definedsurface chemistryzor example, in silane surface treatment, iinigossibleto ensure
that the silane molecules replace all the surface hydroxyl gi{@&2psAdditionally, the silane molecules
can condense with each othesulting ina complicated surfacehemistry[53]. To discriminate between
the two heat treatmentd)e powder which was heated at Z@is termedSiN200, whereas the powder
heated al050°C istermed $N105Q0

3.3 Fourier Transforminfrared Analysis (FTIR)

The surface chemistry of the nanoparticles was examined using a Perkin Elmer Spectrum GX Fourier
transform infrared spectrometer operating in transmission mode. Suitable samples were prepared by mixing
1 mg of the nanopowder with 150 mg of ground potas$itomide (KBr) and pressing the resultant to form

a KBr disc. The spectrum of each nanopowder was then collected in the range from'380/860 crri

with a resolution of 4 crh



3.4. Nanocompositereparation
Three sets of samples were prepared during the course of this study:

1- Unfilled epoxy: the resin and the hardener were mixed following the theoretical resin : hardener
stoichiometric ratio of 1000 : 344 by mass, to give reference data for comparativeepurpos
2- Nanocomposite containing 5 wt.% of SiN200: as stated above, the silicon nitride surfaces contain
amine groups, which may influence the effective resin/hardener ratio. From previoughfork
can be estimated that the introduction of 5 wt.% of this #peveder should contribute the
equivalent of 18 wt.% of hardener to the system, such that the resin/hardener stoichiometric ratio
should be offset by this amount. Consequently, the chosenhaslanher ratio for this system was
adjusted to 1000: 282 (288 = 344.82).
3- Nanocomposite containing 5 wt.% of SiIN1050: since heat treatment at@@&duld be expected
to remove the active amine groups on the nanopatrticle surfaces, the resin/hatiensedafor
this sample was set at the theoretical optimum of 13d4d.
Tablel summarizes the prepared samples along with relevant details; the procedures used to prepare these
samples are detailed elsewhpt6, 47] and, consequently, are not repeated here, for the sake of bidivity.
samples were stored under vacuum for at least two weeks prior to exanisdtionorder to ensure that
they were dry before any data were acquired.

Table 1. A summary of the investigated materials and their details.

Material code Resin : Hardener Filler Comments

massratio
E/100H/0 1000:344 0 Neat epoxy
E/82H/5SiN200 1000282 5 wt.%of SiN200 Filled with dried SgN4
E/100H/5SINLO50 1000:344 5 wt.%of SiN1050  Filled with calcinatedisNa4

3.5. Material characterization

To examine the nanoparticle dispersion within the epoxy, afcagture method was used, in conjunction
with the scanning electron microscopy (SEBMEOL JSM6500F) Plague samplesi®m in thickness were
cooled in a liquid nitrogen for 15im then fractured before finally being sputter coated with gold to prevent
charge accumulation during examination.

The thermalbehaviourand the segmental dynamics of all the systems considered ber@vestigated

using a Perkin Elmer DSC 7 differertscanning calorimeter (DSC). Two successive DSC scans from
30°C to 150°C at a heating rate of 2 min were conducted on each specimen, of around 10 mg in mass.
The first DSC scan was used to erase the thermal history of each specimen, whereataduatey po the

glass transition of the system were drawn from the second Begived parameters include: the glass
transition temperatur@y, defined as the point at which the change in the heat capacity is maximum; the
change in the heat capacity ovehh e g | a s s Gyt theatengperdtureaange (\eer which the glass
transi ti onlg), which providesdan ifideeation of the homogeneity of the matefiaése
measurements were repeated three separate specimens from each system, in ordeetéondne
measurement uncertainties.



In addition to examining the DSC glass transition, dielectric spectroscopy was used to probeichhages
segmental dynamics and the polar content brought about by inclusion of the nakaiilkhis, specimens

20010 em in thickness were placed between two circ
response was measured at room temperature using a Solatron 1296 dielectric interface along with a
Schlumberger SI 1260 impedance/phase gaalyzer All samples were routinely sputter coated with gold

on both sides to reduce any uncertainties associated with the contact between the sample and the dielectric
spectrometerds electrodes.

Charge transport was evaluated by measuring the time dependence & tmnductivity.For this, an

electric field of 42 kvimmr! was applied to specimens 2600 € m t hi ckness and the r
measured using a Keithley 6487 picoammeier.each sample, one measurement was taken per one minute

for two hours andsince the observed current was not found to vary significantly throughout the experiment,

the quoted DC conductivity values simply correspond to the average of these 120 measufenients.

dielectric spectroscopy, these samples were again sputtered withtgold electrodes prior to data being

acquired, taninimizesample contact issues. In this case, 20 mm diameter circular sputtered electrodes were
applied, to match the electrodes in the test cell. The sample temperature was controlled by coiducting a
measurements in a fan oven.

DC breakdown measurements were conducted by placing specimen§&@n i n t hi ckness |
opposing 6.3 mm diameter steel ball bearing electrodes and increasing the applied voltage at a ramp rate of
100 Vst until breakdow occurredThe electrodes were replaced every 5 measurements, to avoid surface

pitting from affecting the datall breakdown data were acquired at room temperaturé@2and a twe

parameter Weibull function was employed statisticallgnialyzethe resilts.

4. Experimental results anddiscussion

4.1 Heattreatment andiller surfacechemistry

Comparing the mass of the nanopowder before and after heating®at 200wed that the nanopowder lost
~1.6 % of its initial mass during the proceSsmparison of this result with comparable data obtained from

a silica nanopowder, which when treated under the same conditions lost more than 16 % of i{$%eight
indicates that silicon nitride does not absorb much water when stored under ambient cofditgiss.
primarily ascribed to the surface of silicon nitride being partially covered by amine groups, which are less
polar than the hydroxyl groups that dominatesiiica. Furthermore, Fubiret al. [48] reported that the
hydroxyl groups on silicon nitride have slightly less acidity thendorresponding ones on sili€agure4

shows FTIR data obtained from samples of rsificon nitride after thermal treatment at 280 and
1050°C, from which it is evident that, in both samples, the intensity of the small absorption peak at peak at
1633 cmt is comparableSince this peak is associated with the presence of molecular [Béteiits
invariance between the two differently processed systemggests that the two thermal treatments are
equally effective at removing the physically adsorbed water.

Consider, first, the FTIR spectrum of SiN20is contains a pronounced peak at 3146,onhich can be
assigned to NH vibrationg}5, 57, 58], together with another absorptioentredat 3422cn?, which is
related to the presence of OFhe notable bradth of both of these peaks is an indicator of hydrogen bonded
amine and hydroxyl groups, while the cumulative intensity implies a high concentration of both moieties
[45, 58]. The sharp peak at 1400 ¢ncorresponds to the SNH deformation modg57], while the
absorption between 750 cnand 1150 cntis due to two overlapping peaks, one at 965, cwhich is
attributed to the backbone vibration off&iSi bonds, and the other at 1075%mwhich is associated with



the stretching vibration of SD-Si bonds (siloxane bridgeg}7, 59]. The presence of this latter feature is
indicative of a fraction of the particle surface having, effectively, log@tizedto silica[44, 57]. The weak
absorption between 2800 ¢mand 2900 cm can be assigned to-& stretching; a similar €1 absorption

was previously reported by ket al.[44], who suggested thatishbond arises as a consequeot&iN;H
reacting with atmospheric GOIn conclusion, the FTIR spectra of SiN200 indicate a complex surface
chemistry characterized mainly by the presence of NH and OH grtagether with some additional
impurities.

Calcining at 1050°C (SiN1050) results in a significantly different spectrum (Bagire 4). First, the
disappearance of the peaks at 3143 and 1400 cmindicates the removal of the NH groupsirthermore,

the peak at 1075 cin(siloxane bridges) becomesatger, whereas theeak at 96! becomes very
weak. This implies an increase in the-S8iSi concentration accompanied by depletion of some of the
Si-N-Si bonds[44]. The weakness of $i-Si absorption (965 c) and the absence of absorption peaks
associated with amine groups implies that this absorption originates from-&h&iSh the bulk of the
particles, rather than on the surface, particularly since the spectra were collected in transmisgiédl mode
Therefore, the spectra of SIN1050 suggest that the surface of the partfmleddasiinantlycovered by a
silica layer. Additionally the presence of a peak at 813, @ssigned to siloxane bridgesdahe absence

of any peak at ~951 chwhich is normally observed for silica and assigned 101Sigroupg56], suggest
that the silica layer on the particle surface is terminated with siloxane bridges rather than silanol groups.
Comparable conclusions concerning the surface chemistry of silicon nitride powder heagedG5¢
have been reported elsewhftd].

To provide further supporting evidence concerning the presence of siloxane bridges on the surface of our
calcined nanssilicon nitride, complementary FTIR data were also obtained from a silicapuavder,

which was subjected to the same heat treatmd@=1°’C (SiO1050)The resulting data are compared with

the FTIR spectrum of SiN1050 Figure5, which reveals considerable similaritiefowever, asvould be
expectedthe SiN-Si absorption at 965 chis absenin the spectraf SiO1050, which is due to the absence

of this bond in the bulk of the silica powdémn. summary, we interpret the FTIR data discussed above as
demonstrating the following. First, both imposed thermal treatments are effective in removing physically
adsorbed water from the -asceived nanosilicaSecond, while treatment of 20C retains thenitial
oxynitride surface layer, treatment at the higher temperature converts this to one that is predominantly silica
(terminating with siloxane bridges), such that these nanoparticles can be considered to have a silicon
nitride/silica core/shell struate. Third, these findings are consistent with published literature.
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Figure 4. FTIR spectra for SiN200 and SiN1050.

Figure 5. FTIR spectra for SIN1050 and SiO1050.

4.2 Particle Dispersion

Representativ&€EM imagef all the systems considered hease shown irFigure6. The micrograph of

the unfilled epoxy Figure6a) shows a typical amorphous structthat is largely devoid of any surface
features, which is consistent with results repoeledwherg60, 61]. The image of the SiN200 filled epoxy
Figure 6b, reveals a surface that is rather rougher than that shown in Figure 6a, as is often reported for
systems containing nanoparticles, a fact that results from interactions between the distribution of
nanoparticles in the system leading to crack pinning andcdmsequent formation of conventional
fractographyfeatureqd60, 61]. A highermagnification image of the same system is shown in Figure 6c¢; in
this, details of thefractogaphy featursand the granularity of the gold coating can both be seen, together
with circularentities These are of commensurate dimensions to the specified size of the nanopatrticles and,
as such, we interpret that arrowed structures in terms of thed@wt nanoparticledNo large particle
agglomerations can be sealheit thathere areccasionasmall agglomerationsvhereafew nanopatrticles
areclusteredogether. For the SiN1050 filled epoxigure6d shows asomewhatougher surface texture

which may be related both to interfacial effects and/or the degremartitle dispersion.A higher
magnification image of this systerkjgure 6e reveals no evidence of gross changes in individual
nanoparticle morphologyut does suggest the existenceafticle clusters are formed from loose particle
agglomerationsT he difference in theagglomeratiorstate of the 51200 and SiN1050 nanoparticlesy

be a consequence of differences in surface chemistry leading to differences in nanoparticle/matrix
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