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Abstract: Early detection and diagnosis of COVID-19, as well as the exact separation of non-COVID-19
cases in a non-invasive manner in the earliest stages of the disease, are critical concerns in the current
COVID-19 pandemic. Convolutional Neural Network (CNN) based models offer a remarkable
capacity for providing an accurate and efficient system for the detection and diagnosis of COVID-19.
Due to the limited availability of RT-PCR (Reverse transcription-polymerase Chain Reaction) tests
in developing countries, imaging-based techniques could offer an alternative and affordable solu-
tion to detect COVID-19 symptoms. This paper reviewed the current CNN-based approaches and
investigated a custom-designed CNN method to detect COVID-19 symptoms from CT (Computed
Tomography) chest scan images. This study demonstrated an integrated method to accelerate the
process of classifying CT scan images. In order to improve the computational time, a hardware-
based acceleration method was investigated and implemented on a reconfigurable platform (FPGA).
Experimental results highlight the difference between various approximations of the design, pro-
viding a range of design options corresponding to both software and hardware. The FPGA-based
implementation involved a reduced pre-processed feature vector for the classification task, which is a
unique advantage of this particular application. To demonstrate the applicability of the proposed
method, results from the CPU-based classification and the FPGA were measured separately and
compared retrospectively.

Keywords: Convolutional Neural Networks (CNN); computer vision; reconfigurable architectures;
intelligent system design; COVID-19; embedded devices

1. Introduction

COVID-19 is a respiratory disease that has spread across the globe. It resulted in the
prohibition of social gatherings and the implementation of harsh measures such as social
distancing in order to lower infection rates. Its financial impact has had a significant impact
on numerous industries and learning paradigms have been drastically altered as a result.
COVID-19 is still being cured due to problems posed by an evolving virus, and existing
testing methodologies are insufficient [1]. This is because the virus can mimic the symptoms
of other, more dangerous, diseases, such as pneumonia. As a result, new strategies must
be proposed and researched to speed-up the research process for COVID-19 diagnosis,
therapies, and vaccinations.
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In many areas impacted by the epidemic, the RT-PCR test, which consists of a swab col-
lected from individuals after insertion into respiratory sources, such as the nose and mouth,
is commonly used to check whether or not they have contracted COVID-19. The chest CT
scan test, however, is an important complement to RT-PCR tests because of its high sensitiv-
ity for the diagnosis of coronavirus disease. The detection rates of CT- and RT-PCR-based
techniques are compared in [2,3]. CT scans were found to be more likely than RT-PCR meth-
ods to detect COVID-19 symptoms earlier, as reported in [4,5]. The findings also indicated
that a RT-PCR test is still needed to confirm a COVID-19 positive case. It could be inferred
that non-invasive CT scans could be used as an additional diagnostic tool to confirm the
need for cautionary action in people who have symptoms. This would help to address the
issue of a scarcity of RT-PCR test kits for large-scale testing in both developing and devel-
oped countries. Due to the nature of COVID-19 and how it manifests, the longer it remains
untreated the more signatures appear in radiology scans, such as glass opacities and other
linear opacities [2]. Because of this complication, the symptoms are not definitive enough to
be classified. Meanwhile, many hospitals do not disclose patients’ medical imaging scans
for research purposes due to GDPR (General Data Protection Regulation) requirements,
a regulation in EU law on data protection and privacy [2]. Due to the required complex
image recognition and lack of a large image dataset, research facilities will have to develop
methods with limited samples. However, a well-designed image classification neural net-
work could provide a solution with limited samples for identification. Machine Learning
(ML) adopts several mathematical calculations to learn and identify different sets of data to
make a prediction. There are several types of neural networks reported in the literature,
however, due to the high accuracy of image processing capabilities. CNN-based techniques
have been widely used to classify digital images compared to their counterparts [2,4,5].

CNNs are widely used in the machine vision system; however, their use in real-
life applications incurs high computational costs. Therefore, implementing CNNs on
embedded devices is a major challenge. A solution to this challenge is to take advantage of
the fine-grain parallelism offered by reconfigurable hardware, such as FPGAs, to exploit the
inherent concurrency exhibited by CNN-based algorithms. To accelerate machine learning
algorithms, hardware implementations on FPGAs have been reported in the literature [4–8],
where CNN-based algorithms were applied to classify images. FPGAs have been used
as hardware accelerators because of their flexibility in the way in which neural network
models can be implemented and are modified. Authors in [4] focused on the efficiency
across different FPGA architectures, whereas authors in [5] compared an FPGA architecture
to other computational methods (multiple CPUs). Both works elaborated that FPGAs could
offer competitive performance in making predictions with CNNs.

As reported in [9,10], FPGAs have been utilized to accelerate machine learning algo-
rithms, albeit for different applications. The fully parallel processing capabilities of FPGAs
were utilized to reduce the overall MAC (multiply-accumulate) operations needed during
training. Authors in [9] proposed a multi-FPGA edge-device solution as an alternative
to cloud-based high-performance PCs. The investigation reported in [10] combines both
an FPGA and an ASIC (Application Specific Integrated Circuit) for training and classi-
fication, respectively. The flexibility of the FPGA hardware is used to create a dynamic
model generation system based on the dataset using different softcore processors. Further
evidence of FPGA-based deep learning acceleration is reported in [11–15]. As stated in [11],
the authors used an FPGA to increase the speed of stochastic gradient descent in matrix
factorization operations. The FPGA-based solution offered a 15.3× speed-up over the GPU
implementation with a 60× less data dependency reduction. The work reported in [12–15]
achieved greater performance in object detection inference [15] and a reduction in overall
MAC operations per layer [14]. Alternatively, work performed in [12] uses an FPGA to
handle the parallel context of echo data from received laser signals at high speed by using
deep learning.

The investigation performed in [16] utilizes a data-driven hybrid model of LSTM
(Long Short Term Memory) and a CNN network to predict the cases of COVID-19 per
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region. While it makes good use of LSTM to mitigate the vanishing gradient issue of RNNs,
a CNN is used in combination, but is not suited to long sequences of timescale-based data.
Efforts have been made to predict the nonlinearity pattern of reported cases in specific
regions with good accuracy.

This case study reports the use of hardware accelerators such as FPGAs to accelerate
the diagnosis of COVID-19 CT scan images by utilizing a machine learning algorithm.
It was demonstrated that an increased rate in detection could lead to performing the
necessary measures more promptly than RT-PCR testing. Taking the combined concepts
of self-supervised learning [2], convolutional image processing techniques, and classi-
fication methods [17], a solution could be realized to meet the speed and accuracy re-
quirements needed for medical diagnostics based on computer vision. This case study
investigated a CNN-based classification method that has been optimized for the classifica-
tion of COVID-19 CT scans. The authors reviewed and implemented different approaches
to develop a machine learning-based method and map it on reconfigurable hardware to
improve the overall classification speed. This case study is organized as follows: Section 2
provides data pre-processing methods. Section 3 elaborates on the process behind the
design of the proposed CNN and its hardware implementation. Section 4 concludes this
case study.

2. Materials and Methods

Previous research on CT scan-based diagnostics has related many visual indications to
the presence of COVID-19 symptoms. As shown in Figure 1, the red rectangles indicate the
existence of ground-glass opacities (GGO), whereas the further distributions of aberrant
lesions are the after-effects of the blockages generated [18,19]. GGOs reflect the mucus
inflammation present, and the additional distributions of abnormal lesions are the after-
effects of the obstructions caused. All cases of GGOs, pleural effusion, and consolidation
are classified as COVID-19 indicators in this investigation and are used as factors in the
CNN model presented in this case study to classify CT scans.
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Figure 1. Examples of COVID-19 signatures in CT scans (red rectangles indicate GGO).

To generate the most effective training results, the input data was pre-processed
with various methods [20]. The approach involved converting grayscale input images
into binary images using fuzzy logic to isolate ground-glass opacity sections. Grayscale
conversion to binary images presented a variation of results. To extract meaningful features
from the training set, fuzzy logic edge detection was used on a binary image that was
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created from a grayscale image filter using adaptive thresholding. Figure 2 shows a COVID
scan in binary format. The aim was to analyze the GGO and consolidation areas to form
a distinct differentiation between COVID and non-COVID scans. The consensus is that
COVID scans display patterns of white pixels (1′s) in binary form, whereas non-COVID
scans will display minimal white pixels or none. Figure 3 shows inverted versions of the
source image where the black pixels are the isolated consolidation sections [21]. Figure 4 is
an example of a COVID image that is filtered to display the most important parts of the
image. The white patches on the edges are the detections of GGO presence. By using the
grayscale thresholding function, the values were calculated within the range ‘i’ as shown
by the expression (95 < i < 145).
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A median filter was used to remove the noise which isolated the ground-glass opac-
ities and consolidation. A multiple-level grey-level threshold function was performed.
The multi-level thresholding technique takes the regions of the image with the most stan-
dard deviation as separate gradients. It then uses this data to create indices for each region
of the image that has the greatest deviation in grey levels to isolate specific elements.
The image is then re-sized to a lower resolution and applied to various classifiers tested in
this case study.

In Figure 3, the series of images being shown are the different output resolutions of the
feature map to be used by the neural network. The top images are COVID scans and the
bottom images are non-COVID scans. The approach used was to model a neural network
classifier as the final layer of the CNN. The accuracies of the classifications were used
as performance metrics for the most input image resolution as shown in Table 1, where
both SVM (Support Vector Machine) and KNN (K-nearest neighbors) classifiers were used.
To improve the classification accuracy, different feature extraction methods were used and
evaluated. The feature extractors used were SURF (Speeded-Up-Robust-Features), MSER
(Maximally Stable Extremal Regions), Bag of features and Haar Wavelet Transform.

Table 1. Classification performance impact at different resolutions and pre-processing methods.

Image Resolution Classifier Type Accuracy Pre-Processing Method

200 × 200 SVM 87.5% Adaptive Thresholding
50 × 50 SVM 90.0% Wavelet Transform
100 × 100 SVM 84.2% Adaptive Thresholding
200 × 200 KNN 81.0% Wavelet Transform

Recognition and classification become challenging, because of the variety in shape,
size, and other associated variables within the CT scan images. As a result, approaches for
extracting local features, such as SURF, are particularly beneficial in enhancing classification
accuracy. MSER, on the other hand, is a method for detecting blobs in images. Bag of
features is a method for describing and computing visual similarities. All these methods
were investigated to pre-process images to improve the feature vector for classification
by CNN.

For each of the feature extractors, the multi-level thresholding method was used as
the primary pre-processing method. By using the MSER, it acted as an incremental pixel
intensity categorizer. Depending on the threshold delta parameter, the features extracted
were measured by how many occurrences of pixels in a specific range compared to the
others. The next stage of the investigation used the bag of features functionality. This
method collected a combination of MSER and SURF features to generate a vocabulary of
words. The vocabulary bank was used as a reference to the extracted features to determine
which class an image sample belonged to with accuracies shown in Table 2. In Table 3,
the classification accuracies are given for each classifier type where the K nearest neighbor
was found to be the most effective with the bag of features method.
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Table 2. Results of a vocabulary bank of 500 words.

Type Accuracy

Fine Tree 74.5%
Medium Tree 75.9%
Fine KNN 92.9%
Coarse KNN 80.5%
Cubic KNN 87.5%

Table 3. Adjusted parameters of vocabulary bank results (100 Words).

Adjusted Parameter (Fine KNN) Distance Weight Accuracy

Squared Inverse 93.3%
Inverse 93.3%
Equal 93.4%
Chebyshev 78.7%

In order to improve the accuracy, the number of features in the bag of words was
reduced to 100. This investigation helped in selecting the most relevant feature vectors as a
form of PCA (Principal Component Analysis), where the weaker features were omitted,
thereby reducing predictor overlap, which increases classification accuracy. With the
changes to the number of words in the vocabulary bank, the accuracy increases by 0.5%
when comparing Tables 2 and 3. The distance calculated for the KNN was also modified
to only consider equal distances for feature quantization. For this specific case study,
it could be established that the bag of features method could be a viable choice for pre-
processing; however, the time taken to extract useful features from a relatively large
dataset (2482 images) is much longer than the previously mentioned functions. It takes
approximately 8.2 s per iteration, which equates to 14 min to process 2482 images.

Figure 5 shows the distribution of features for each class. Here the bag of features func-
tion generates features with noticeable separation around the bottom left-hand side of the
graph, whereas the top right-hand side produces more overlapping features. For optimal
classification, the discrete wavelet transformation (DWT) approach was also investigated,
where the Haar Wavelet variant was tested. This type includes finding the approximate
coefficients of sudden changes in pixel intensity [22] as shown in (1)

ψ(t) =


1 0 ≤ t < 1

2

−1 1
2 ≤ t < 1

0 otherwise

(1)

where ψ(t) is the wavelet transformation function and the outputs depend on the result of
applying the wavelet kernel to the image, whereas the output could be between 1 to−1 [22].
To illustrate this process and the effect it produces, the indices were separated as RGB
values. DWT, in this case, reduces the dimensionality of the overall image, thus creating a
feature map that is more suitable for the FPGA implementation of the neural network.

The RGB index image in Figure 6 shows the previously mentioned multiple threshold-
ing technique, which is separated into three parts and the areas of consolidation are marked
as the yellow sections. The primary objective for the Haar Wavelet transformation was to
reduce the overall dimensions whilst retaining the most important data. By implementing
the first and second-order derivation, Figure 6 (bottom plot) shows the difference in the
features retained. The second-order derivation was used as a benchmark for its efficacy as
a feature map.
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Figure 6. Original and Filtered Image (top) and second-order approximation of wavelet
transform (bottom).

Compared to the MSER and the SURF features, the predictors have much larger
ranges in value, which lead to higher classification scores, especially for the SVM classifier,
as shown in Table 4.

Table 4. KNN and SVM classification accuracy results.

Type Accuracy

Coarse KNN 61.2%
Cubic KNN 75%
Linear SVM 80.1%
Quadratic SVM 86.5%
Cubic SVM 90.0%

Out of all the investigated feature extraction methods, the Haar wavelet transforms pro-
duced a feature map which made it easier for the classifier to distinguish different classes.
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The COVID-19 dataset chosen for this study is reported in [19]. The dataset contains
COVID-19 images collected from hospitals in Sao Paulo, Brazil. The dataset included
1252 CT scans that were positive for SARS-CoV-2 infection and 1230 scans for patients who
were non-infected by SARS-CoV-2. In total, 2482 CT scans were available. This dataset is
particularly favorable as the negative COVID-19 scans do not contain signatures of other
lung diseases. The data contained images that were anonymous and cannot be traced
back to the patients. The images are in JPEG format and have resolutions of 202 × 256.
Tests for GoogLeNet splits the data set in a 70:30 ratio (1736 training images, 745 test
images). The key difference in the dataset provided by [19] is that there are significantly
more samples to work with (2482) and the non-COVID samples are of healthy patients
with no other conditions. The CNN was used where simulations were performed by
using GoogLeNet. An epoch is a full pass through the entire dataset. During training,
the accuracy of the network reached a plateau, which made it clear that the accuracy was
no longer improving. The training was stopped, and once completed, the trained network
was returned. The training accuracy is shown in Figure 7 and the loss rate is shown in
Figure 8. Results obtained by using CT scan images are shown in Table 5.
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Table 5. Training Accuracy GoogLeNet CNN with the CT scan Dataset.

Parameters Outputs

Accuracy 95.36%
Elapsed time 7 min 57 s
GPU GTX 960M

In order to speed up the overall processing time, it was important to reduce the
dimensions of the dataset through the PCA technique stated earlier. The hardware ac-
celerator investigated and reported in the following section required that the input data
to the FPGA be minimized, thereby reducing the internal logic space required for the
hardware accelerator.

3. Custom CNN Design and Testing for Hardware Implementation

To realize a customized CNN implementation for this specific dataset, an optimized
CNN model was designed where it was shown that a significant reduction in the number of
layers can be achieved without a significant reduction in the overall accuracy. The structure
of the investigated CNN model is shown in Table 6. Two key deep learning paradigms
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were investigated: transfer learning and self-supervised learning, respectively. The most
promising results were obtained from supervised learning. One of the main considerations
for this case study was to investigate and choose a network that does not cause overfitting.
The test results achieved through CNN-based classification are shown in Figure 9 where
the column on the far right of the plot shows the percentages of all the examples predicted
that belong to each class that are correctly and incorrectly classified. Convolutional feature
mapping, Rectifying Linear Unit (ReLU), cross-channel normalization, and max-pooling
were performed on the input image (40 × 40) and required features were filtered for the
classification layers, as shown in Figure 10. The training parameters for the custom CNN
included a maximum of 30 epochs, with a shuffle after each epoch, 48 mini-batch sizes, 70:30
split for training and testing with a validation frequency of every 60 images. An Adam
optimizer was used with a learning rate of 0.001.

Table 6. Structure of the custom CNN.

Layer Name Activations Learnable Parameters

Image Input 40 × 40 × 1 N/A

Conv (3 × 3) 40 × 40 × 2 Weights: 3 × 3 × 1 × 2
Bias: 1 × 1 × 2

Batch Normal 40 × 40 × 2 Offset: 1 × 1 × 2
Scale: 1 × 1 × 2

ReLU 40 × 40 × 2 -

FC 1 × 1 × 2 Weights: 2 × 3200
Bias: 2 × 1

SoftMax 1 × 1 × 2 -
Class Output - -
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The reduction of layers in the FPGA CNN implementation, as shown in Figure 11, was
performed to reduce the circuit logic needed to implement the model. Layers such as batch
normalization and the softmax are used primarily for the feed-forward weight adjustment.
Hence, the software model needs these layers to generate the hyperparameter values
during the training stage. To optimize the classification pipeline for FPGA implementation,
the layers were combined retrospectively.
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Figure 11. Customized CNN hardware implementation.

A workflow of the proposed software and hardware implementation of custom-
designed CNN is shown in Figure 12, whereas Figure 13 gives an overview of the custom
CNN operation. It starts by taking the fixed-point converted image data as a 40 × 40 image.
Then two 3 × 3 filters are used as the weighted kernels. These kernels are the same as
used in the FPGA implementation. The convolution process involves performing dot-
matrix multiplication with both kernels. This creates two channels of feature maps for the
cross-entropy classifier to determine the final prediction.
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A mainstream Xilinx FPGA evaluation board Basys3 was used to synthesize hardware
architecture that performs similarly to the CNN designed in the software environment.
Many considerations were made into hardware architecture deployment on FPGA, such as
the limitations of the data that can be processed. The Basys3 FPGA board contains a 32-bit
IP core with 1800 Kbits of block memory (225 KB of block RAM), 106 I/O ports, and a
100 MHz clock. These specifications indicate the data format in which the input images are
converted to reduce on-chip complexity [23].

Each value in the input image was converted to a double from 8-bit integers. The precision
loss was calculated from (2). Minimal data was lost with the fixed-point representation
where n is the number of pixels in the image, x is the 64-bit value of the pixel, fp is the 16-bit
fixed-point value of x, and i and j are indices for the position of the pixel in the array.

Loss = 1−
n−1

∑
0

x(i, j)
f p(x)

(2)

The image data was read as a text file and fed into the convolutional layer block.
The weights were collected from a separate ROM block as well as the bias values. The feature
map was produced after the matrix calculations were performed with the weights, and the
summation of the bias as shown in (3) and (4).

a(i, j) =
n

∑
n=0

w(i, j)x(i, j) + b (3)

A
{

1 a(i, j) > thr,
0 otherwise,

(4)

These summations are then fed to the ReLU layer. Finally, the classifier block deter-
mined the class of the image based on the activation level threshold as shown in (5).

Class
{

1 A > ReLU threshold,
0 otherwise,

(5)

In order to speed up classification time in retrospect to the software simulations,
a hardware CNN classification pipeline was designed. A customized hardware solution
was investigated which contained the Basys3 Xilinx FPGA Micro Blaze IP core to control the
data being fed into the classifier. Figure 14 shows an overall system design where the class
output presents the result of the classification process. The output port outputs 1 when
both images are read and classified. The proposed hardware implementation includes an
IP core that takes the inputs loaded into the local memory of the Micro Blaze softcore which
helped in reducing the time taken for data to be loaded to the classifier.
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Figure 15 shows the simulated waveforms where the first two blue markers show
the time taken to read the positive sample. This shows the desired output of 1 at the ‘cl’
signal, indicating a positive sample is present. The second to the third marker shows
the waveform, which is calculating the negative sample, which is read into the classifier.
The third to the last blue marker indicates the total time taken for the second sample
to be classified. An output of 0 at the ‘cl’ signal indicates a negative sample has been
detected. The simulations were performed with a 100 MHz clock frequency. The accuracy
of the proposed hardware accelerator investigated in this case study was 95.3% with
0.952 precision, 94.7% sensitivity, 0.95 specificity, and 0.949 F1 score.
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To calculate the computational efficiency, a single image processing time on a CPU
required 0.485 s, whereas implementation on an FPGA device required only 0.046 ms.
Processing test images (745 images) on a CPU took 25.094 s and FPGA-based processing
required 3.427 ms. This demonstrated a significant computational efficiency to process test
images in real-time.

In this case study, fewer convolutional layers were used, which is an important
criterion to accelerate the recognition of samples in real-time. The hardware pipeline
investigated and prototyped with the COVID-19 dataset helped to optimize the area
on the hardware device and reduced the thermal footprint. An overall logic utilization
for the investigated FPGA-based CNN model took 32 BRAMs with 14.5 us latency and
235 milliwatts power consumption as the sum of the static and dynamic power. Some
of the similar work reported in the literature included the implementation of a CNN on
hardware accelerators, albeit for different applications and target devices. Hence, there
was no one-to-one comparison. For example, the work reported in [23] utilized 242 BRAMs
and 2.15 W power consumption, and the work reported in [24] utilized 355 BRAMs with
313 us latency. In comparison, the work reported in [25] took 162 BRAMs with 5.59 W of
power consumption.

To summarize, the findings associated with the CNN involved analysis of the input
data for pre-processing as outlined in Section 2 of this paper. The impact of various
pre-processing methods is shown in Table 1. Simulations performed with GoogleNet are
demonstrated in Figures 7 and 8, where overall accuracy was shown to be above 95% with
a comparatively shallow network. Previous studies reported in medical imaging used raw
images for CNN-based classification, which is a major bottleneck for real-time applications.
In this paper, the authors looked at an optimized CNN model for this specific application,
where a significant reduction in the number of layers was achieved without compromising
on the overall classification accuracy. The software architecture of CNN included an input
image convolved with a kernel followed by batch normalization and ReLU layer. A fully
connected output layer was used for the classification. A unique perspective of this study
involved the mapping of this customized CNN model on a reconfigurable embedded
device. The results demonstrate the viability of implementing such networks on both
software and hardware platforms.

As reported in [3], multiple resolutions of the same image were used and cascaded to
obtain the isolated sections of GGOs in a 3D plane. The method included an object separa-
tion process for two so-called RU-networks. However, this process is resource-intensive
and suffers from excessive speed reduction. The multiple resolution processes use a series
of 256 × 256, 128 × 128 images, which would not be suitable for hardware implementation.
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The work reported in [23] involved hardware implementation of the deep CNN with dif-
ferent image resolutions. With the reduced resolution of an image, the number of BRAMs
synthesized on embedded reconfigurable devices decreases and, as such, 50 × 50 image
resolution shows greater throughput in comparison to the 100 × 100 image. The FPGA-
based approach proposed in this work offers a good balance between accuracy, efficient
utilization of hardware resources, and real-time processing.

4. Conclusions

In this paper, the authors demonstrated a viable solution for the rapid diagnosis of
Covid-19 CT scan images using a custom-designed CNN. This study provides a wider
range of design options and demonstrates the potential of reducing total slice count and
power dissipation. The proposed work offers a scope and has great potential in optimizing
the CNN pipeline by using the approximations of feature selection. A significant reduction
in classification time was achieved by developing a hardware accelerator. The thermal
footprint of the proposed architecture is much smaller with a power consumption of
235 milliwatts at 100 MHz. The investigated CNN has a much simpler structure that could
be utilized for similar tasks in computer vision-based applications. The reconfigurability of
the proposed hardware (FPGA) solution allows for changes in its functionality to be made in
a short space of time. By increasing the layers of the CNN, the architecture could be adopted
for a deeper CNN pipeline and applied for other applications including imaging-based
health-related diagnoses. As most conventional medical-ML solutions heavily depend on
cloud computing as their backend infrastructure to run their CNN model. However, many
hospitals do not have access to such infrastructure due to financial limitations or lack of
human expertise. This paper present it is possible to use FPGA as an edge device to execute
the CNN model.
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